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(57) ABSTRACT

A storage device includes a memory and a control device. The
control device allocates a first storage region out of a plurality
of storage regions to a first logical address specified by an
external device. The control device stores, in the memory, first
information associating the first logical address with a first
physical address indicating the first storage region. The con-
trol device deletes, upon accepting a request for release of a
second storage region indicated by a second physical address
associated with a second logical address specified by the
external device, second information associating the second
logical address with the second physical address from the
memory. The control device releases, when copy process of
copying first data stored in the second storage region is unex-
ecuted, the second storage region after finishing the copy
process.

4 Claims, 14 Drawing Sheets
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FIG. 3
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FIG. 4
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FIG. 9
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FIG. 10

(200
FIRMWARE

UNMAP COMMAND PROCESSING SECTION ~ ~101

WRITE 1/O PROCESSING SECTION ~—102

CONFLICT DETECTION SECTION ~—103

COPY PROCESS CONTROL SECTION ~—104

TPPS MAPPING MANAGEMENT SECTION ~105

TPPS ALLOCATION MANAGEMENT SECTION ~ [~106

COPY GENERATION PROCESS CONTROL SECTION ~—202

TPPS GENERATION MANAGEMENT SECTION ~ ~201




U.S. Patent

UNMAP

RESPONSE
—

WRIGHT
REQUEST,

DATA
TRANSFER
_—

RESPONSE
—

Sep. 22, 2015

LOGICAL
L64

1000

2000

—rr—

3000

Sheet 11 of 14

FIG. 11

- ~a

N mm =T

5401 G
5408 COPY [A]
e . COPY [5]
RELEASE  TPPSSAVING | ()
| FIRST GENERATION
SA03
Sl s § [ R
__TPPS_ 1 (_TPPS[E] 'F[]> Ei
RELEASE TPPSSAVING | (., - ’
SECOND GENERATION | il
510
s

rrrrrrr

RELEASE  TPPS SAVING
THIRD GENERATION

5406

CoPY[D] .
— [

US 9,141,304 B2

- -

________

_____

-- -

Il RENpEER S

“————‘,



U.S. Patent

Sep. 22, 2015 Sheet 12 of 14 US 9,141,304 B2
FIG. 12
( START )
Y
RECEIVE UNMAP COMMAND ~-5501
5502
EXECUTE COPY PROCESS?
YES

SUSPEND RELEASE OF TPPS ~-5503
GIVE SAVING GENERATION NUMBER = ~S504
MEMORIZE COPY INFORMATION ~ ~-S505

RELEASE TPPS

5506
PLURALITY OF COPY PROCESS?
(5509 v 5508
YES

LAUNCH COPY PROCESS
IN BACKGROUND

LAUNCH PLURALITY OF COPY PROCESS |_¢cy7

IN BACKGROUND

UPDATE MAPPING INFORMATION TO MAKE | _cc4
TARGET REGION IN RELEASE STATE

A

RESPOND TO HOST COMPUTER

~-5511

(E‘N'D)




U.S. Patent Sep. 22, 2015 Sheet 13 of 14 US 9,141,304 B2

FIG. 13
(_START )

A 4

RECEIVE UNMAP COMMAND ~-5601

5602
EXECUTE COPY PROCESS?

YES
SUSPEND RELEASE OF TPPS 5603

| (S606

NO OMIT COPY PROCESS IN
BACKGROUND

vy §o608 v 5607

RELEASE TPPS UPDATE MAPPING
INFORMATION FOR COPY
DESTINATION INSTEAD OF
EXECUTING COPY PROCESS

! (9605

LAUNCH COPY PROCESS IN
BACKGROUND

»ld
Lad Y

Y

UPDATE MAPPING INFORMATION TO MAKE 5509
TARGET REGION IN RELEASE STATE

Y

RESPOND TO HOST COMPUTER 5610

Can )




U.S. Patent Sep. 22, 2015 Sheet 14 of 14 US 9,141,304 B2
FIG. 14
UNMAP LOGICAL
__________ » LBA — w
RESPONSE 1000 "\Tﬁﬁs’)’
T COPYA] | 'oemm iy
WRIGHT 2000 '__:/:.-_:,/: __
REQUEST T S701 .‘:: ______ ]
=m0 | TPPS _j&c;ypv (8]
- ™ O\Mes .
TRANSFER LA S S N :
RESPONSE \ \ COPY D] \_ TPPS |
/TN
(s 2 l' ri _______ )
(- N (- a t TPPS ,:
(4 ) l: ~ v Seea__-=-
Rl | S g TPV
TP TP | FIRST GENERATION
TPPS[B] _
‘::__- _____ i :‘:—:_____4
| TPRS ) L TPRS |
TPV TPV
| SECOND GENERATION | |  THIRD GENERATION |




US 9,141,304 B2

1
STORAGE DEVICE AND METHOD FOR
CONTROLLING STORAGE DEVICE

CROSS-REFERENCE TO RELATED
APPLICATION

This application is based upon and claims the benefit of
priority of the prior Japanese Patent Application No. 2012-
118956, filed on May 24, 2012, the entire contents of which
are incorporated herein by reference.

FIELD

The embodiments discussed herein are related to a storage
device and a method for controlling a storage device.

BACKGROUND

Inthe past, in a case of receiving a request for allocation of,
for example, 10 TB of storage area from a server, a storage
device allocates a physical disk capacity of 10 TB. In contrast,
there is a case that the server actually uses only 20% through
30% of the allocated amount out of the physical disk capacity
allocated as requested. In such a manner, there is a case that a
physical disk capacity allocated to a server is not utilized
efficiently.

Given such a situation, as an arrangement for efficiently
using a physical disk capacity of a storage device, there is a
technique called thin provisioning. In thin provisioning, in a
case of receiving a request for allocation of 10 TB from a
server, for example, a storage device allocates a virtual vol-
ume of 10 TB to the server as requested, while actually
allocating a physical disk capacity of only 2 TB.

Then, in a case that the server uses a physical disk capacity
exceeding a predetermined threshold, the storage device allo-
cates a fresh additional physical disk capacity to the server. In
such a manner, thin provisioning allocates a physical disk
capacity at the time of a host access request as the occasion
arises. This enables the storage device to efficiently utilize the
physical disk capacity. The virtual volume used at this time is
called as a thin provisioning volume (TPV), and a smallest
unit of the physical disk capacity allocated to the TPV is
called as a thin provisioning pool slice (TPPS).

In a case that data is deleted by the server, the deleted data
is handled as unused in the operating system (OS) of the
server. In contrast, since the TPPS is still allocated to the
deleted data in the storage device, the storage device turns out
to consume the physical disk capacity uselessly.

As an arrangement to improve this, there is an UNMAP
command. An UNMAP command is a command to request
the TPV in the storage device for release of the TPPS by
specifying a logical address of the unused TPPS. The server
issues this UNMAP command to the storage device in coor-
dination with the deletion of data, thereby efficiently operat-
ing the TPPS allocated by thin provisioning. The UNMAP
command is one of vStorage APIs (application programming
interfaces) for array integration (VAAI) out of storage APIs
provided by VMware.

The storage device sometimes has a copy function of a
snapshot type that logically copies TPPS data. The UNMAP
command is allowed to be used together with the copy func-
tion executed by the storage device. For example, in a case
that an UNMAP command is issued to uncopied TPPS data,
the storage device copies the TPPS data and releases the TPPS
after finishing the copy. Then, after releasing the TPPS, the
storage device responds to the server for the UNMAP com-
mand.
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The UNMAP command has a capacity, subjected to be
processed in a single request from a host, from several GB to
several tens of GB or even more, and in comparison with
regular write I/O (input/output), the capacity subjected to be
processed is large. Therefore, in a case that the storage device
receives an UNMAP command and copies all the range
requested by the UNMAP command, the time until the
UNMAP command is executed increases. As a result, since
the server is not able to receive a response to the UNMAP
command until finishing TPPS release process by the storage
device, there is a higher possibility that the UNMAP com-
mand is timed out.

Given such a situation, the storage device records that
release process is in a state of being reserved for the TPPS
requested for release and immediately returns a response to
the UNMAP command to the server. Then, the storage device
executes the release process asynchronously at the time of
completion of saving the TPPS data to a copy destination to
release the TPPS. In such a manner, the storage device keeps
an UNMAP command issued to a region subjected to copy
from being timed out.

Japanese Laid-open Patent Publication No. 2009-251970
and Japanese Laid-open Patent Publication No. 2011-13821
disclose related techniques.

However, the techniques in the past described above have a
problem of delaying data writing that specifies a logical
address specified in the request for release.

Ina casethat a request for writing data is issued to the TPPS
of release process in a reserved state, the storage device puts
the request for writing data on standby until the TPPS data is
copied and the TPPS is released after finishing the copy.
Therefore, the server is not able to receive a response to the
request for writing data until finishing the TPPS release pro-
cess by the storage device, and there is a higher possibility
that the request for writing data is timed out.

In addition, the storage device sometimes executes copy of
a snapshot type to identical TPPS data at different time. Then,
in a case that, after an UNMAP command is issued to the
TPPS of a copy source, a request for writing data is issued to
the TPPS of release process in a reserved state, the request for
writing data is put on standby until finishing the TPPS release
process by the storage device. As a result, the possibility that
the request for writing data is timed out becomes even higher.

Still in addition, the storage device sometimes executes an
UNMAP command and copy of a snapshot type alternately.
In such a case, a response performance of the data writing
process to the TPPS of release process in a reserved state
decreases chronically.

SUMMARY

According to an aspect of the present invention, provided is
a storage device including a memory and a control device.
The control device allocates a first storage region out of a
plurality of storage regions to a first logical address specified
by an external device. The control device stores, in the
memory, first information associating the first logical address
with a first physical address indicating the first storage region.
The control device deletes, upon accepting a request for
release of a second storage region indicated by a second
physical address associated with a second logical address
specified by the external device, second information associ-
ating the second logical address with the second physical
address from the memory. The control device releases, when
copy process of copying first data stored in the second storage
region is unexecuted, the second storage region after finishing
the copy process.
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The object and advantages of the invention will be realized
and attained by means of the elements and combinations
particularly pointed out in the claims.

It is to be understood that both the foregoing general
description and the following detailed description are exem-
plary and explanatory and are not restrictive of the invention,
as claimed.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a block diagram illustrating a configuration of an
information processing system according to a first embodi-
ment;

FIG. 2 is a chart illustrating one example of a data structure
of data stored in a mapping information table;

FIG. 3 is a chart illustrating one example of a data structure
of data stored in a copy management table;

FIG. 4 is a diagram illustrating a functional configuration
of a storage device according to a first embodiment;

FIG. 5 is a diagram illustrating one example of process
behaviors by a storage device according to a first embodi-
ment;

FIG. 6 is a flowchart illustrating a process procedure of
mapping information update process upon receiving an
UNMAP command in the storage device according to a first
embodiment;

FIG. 7 is a flowchart illustrating a process procedure of
TPPS acquisition process when a write /O is received in a
storage device according to a first embodiment;

FIG. 8 is a block diagram illustrating a configuration of an
information processing system according to a second
embodiment;

FIG. 9 is a chart illustrating one example of a data structure
of data stored in a copy generation management table;

FIG. 10 is a diagram illustrating one example of a func-
tional configuration of a storage device according to the sec-
ond embodiment;

FIG. 11 is a diagram illustrating one example of process
behaviors by a storage device according to a second embodi-
ment;

FIG. 12 is a flowchart illustrating a process procedure of
mapping information update process by a storage device
according to a second embodiment;

FIG. 13 is a flowchart illustrating a process procedure at the
time of copy to a TPV by a storage device according to a third
embodiment; and

FIG. 14 is a diagram illustrating one example of process
behaviors by a storage device according to a third embodi-
ment.

DESCRIPTION OF EMBODIMENTS

Detailed descriptions are given below to embodiments of a
storage device and a method for controlling a storage device
disclosed herein with reference to the drawings. Embodi-
ments are not limited to these embodiments. It is possible to
appropriately combine each embodiment as long as the pro-
cess contents do not contradict with each other.

First Embodiment

In a first embodiment, with reference to FIGS. 1 through 7,
descriptions are given to a configuration of an information
processing system, a configuration of a storage device, a
configuration of a control module (CM), process behaviors by
the storage device, a process procedure by the storage device,
effects, and the like.
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Configuration of Information Processing System
According to First Embodiment

FIG. 1 is a block diagram illustrating a configuration of an
information processing system 1 according to the first
embodiment. As illustrated in FIG. 1, the information pro-
cessing system 1 includes a host computer 2 and a storage
device 10. In the information processing system 1, the host
computer 2 is communicably connected with the storage
device 10 via a fibre channel (FC), an internet small computer
system interface (iSCSI), and the like. The number of host
computers and the number of storage devices included in the
information processing system 1 is not limited to illustrated
numbers but modifiable.

The host computer 2 is, for example, a server and executes
reading and writing of data of a logical volume to the storage
device 10.

The storage device 10 allocates a physical disk capacity by
thin provisioning as the occasion arises in a case that an
access is requested by the host computer 2. For example, in a
case of receiving a request for allocation of 10 TB from the
host computer 2, the storage device 10 allocates a virtual
volume of 10 TB to the host computer 2 as requested, while
actually allocating a physical disk capacity of only 2 TB.
Then, in a case that the host computer 2 uses a physical disk
capacity exceeding a predetermined threshold, the storage
device 10 allocates a fresh additional physical disk capacity to
the host computer 2. The virtual volume used at this time is
called as a thin provisioning volume (TPV), and a smallest
unit of the physical disk capacity allocated to the TPV is
called as a thin provisioning pool slice (TPPS). The disk
capacity that the host computer 2 requests the storage device
10 to allocate and the capacity of the virtual volume and the
physical disk capacity that is allocated to the host computer 2
by the storage device 10 are not limited as the above descrip-
tions.

Configuration of Storage Device 10 According to
First Embodiment

With reference to FIG. 1 consecutively, a configuration of
the storage device 10 according to the first embodiment is
described. The storage device 10 includes a channel adapter
(CA)11,2aCA 12,2CA 13, a CA 14, adisk device 15, a disk
device 16, a disk device 17, a disk device 18, a control module
(CM) 20 and a CM 30. The CAs 11, 12, 13, and 14 are
interfaces to the host computer 2. The host computer 2 and the
CAs 11, 12, 13, and 14 are communicably connected with
each other via an FC, an iSCSI, or the like.

The disk devices 15, 16, 17, and 18 constitute redundant
arrays of inexpensive disks (RAID) and store writing data
received from the host computer 2. The disk devices 15, 16,
17, and 18 constitute TPV, which are virtual volumes.

The CM 20 controls input/output of data between the host
computer 2 and the disk devices 15 and 16. The CM 30
controls input/output of data between the host computer 2 and
the disk devices 17 and 18. The number of CMs included in
the storage device 10 is not limited to the illustrated number.

Configuration of CM 20 According to First
Embodiment

With reference to FIG. 1 consecutively, a configuration of
the CM 20 according to the first embodiment is described. As
illustrated in FIG. 1, the CM 20 includes a device adapter
(DA) 21, a DA 22, a random access memory (RAM) 23, a
flash memory 24, and a central processing unit (CPU) 25.
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The DA 21 is an interface to the disk device 15, and the DA
22 is an interface to the disk device 16.

The RAM 23 stores a mapping information table 23 and a
copy management table 235. The RAM 23 also stores pool
management information, not illustrated, for managing a pool
of unused TPPSs. The RAM 23 is substitutable with a dual
inline memory module (DIMM), a dynamic random access
memory (DRAM), or the like.

The mapping information table 234 stores mapping infor-
mation that associates a logical address of a TPV achieved by
the disk device with a physical address indicating a TPPS
allocated in the TPV. The data structure of data stored in the
mapping information table 23a is described later with refer-
ence to FI1G. 2.

The copy management table 2356 stores information for
managing whether or not data of a logical volume stored in
the TPPS has been copied. The data structure of data stored in
the copy management table 235 is described later with refer-
ence to FIG. 3.

The flash memory 24 stores firmware 24a. The functional
configuration of functions described in the firmware 24a is
described later with reference to FIG. 4. The CPU 25 loads
and executes the firmware 24q stored in the flash memory 24,
thereby performing various types of arithmetic process.

Configuration of CM 30 According to First
Embodiment

Asillustrated in FIG. 1, the CM 30 includes a DA 31, a DA
32,2 RAM 33, a flash memory 34, and a CPU 35. The DA 31
is an interface to the disk device 17, and the DA 32 is an
interface to the disk device 18.

The RAM 33 stores a mapping information table 33¢ and a
copy management table 335. The mapping information table
33a stores information similar to the mapping information
table 23a. The copy management table 335 stores information
similar to the copy management table 235. The RAM 33 also
stores pool management information, not illustrated, for man-
aging a pool of unused TPPSs. The RAM 33 is substitutable
with a DIMM, a DRAM, or the like.

The flash memory 34 stores firmware 34a. The functional
configuration of functions described in the firmware 34a is
described later with reference to FIG. 4. The CPU 35 loads
and executes the firmware 34a stored in the flash memory 34,
thereby performing various types of arithmetic process.

The storage device 10 configured in such a manner
executes the following process in a case that the CPU 25 has
loaded the firmware 24a or in a case that the CPU 35 has
loaded the firmware 34a. That is, the storage device 10 main-
tains, in the RAM, mapping information that associates a
logical address of a TPV achieved by the disk device with a
physical address indicating a TPPS allocated in the TPV. The
storage device 10 executes the following process to the TPPS
storing data of a logical volume subjected to copy in a case of
being requested for release with a specified logical address
that is associated with a physical address indicating the TPPS.
That is, the storage device 10 deletes the TPPS from the
mapping information and saves the TPPS from an access
related to the TPV by the host computer 2. Then, the storage
device 10 updates the field of a physical address of the map-
ping information corresponding to the logical address to
information indicating that a physical address is unallocated,
allowing allocation of a physical address indicating a fresh
TPPS to the logical address. Subsequently, the storage device
10 executes copy of data of the logical volume stored in the
saved TPPS. After finishing the copy, the storage device 10
releases the TPPS storing the data of the logical volume
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subjected to the copy. That is to say, the physical address
indicating this TPPS is registered in the pool management
information for managing the pool of unused regions, thereby
managing the physical address as an unused region after that.
The mapping information table 23a (33a), the copy manage-
ment table 236 (335), and the pool management information
that are stored in the storage device 10 are collectively
referred to as “management information”.

Data Structure of Data Stored in Mapping Information
Table 23a (33a)

Next, with reference to FIG. 2, one example of data struc-
ture of data stored in the mapping information tables 23a and
334 is described. Since the data structure of data stored in the
mapping information tables 23a and 33a are similar, the data
structure of data stored in the mapping information table 23a
is described here. In the following description, data stored in
the mapping information tables 23a and 33a is appropriately
mentioned as “mapping information”.

FIG. 2 is a chart illustrating one example of a data structure
of data stored in the mapping information table 23a. As illus-
trated in FIG. 2, the mapping information table 23a stores
information that associates a “logical LBA (logical block
address)” with a “physical LBA”. One LBA is 512 bytes.

A “logical LBA” stored in the mapping information table
23a represents a logical address in a TPV, which is a virtual
region achieved by the disk devices 15, 16, 17, and 18. For
example, a “logical LBA” has a value such as “1000” and
“2000”. The host computer 2 accesses the data of the logical
volume stored in the TPPS by specifying the logical LBA.
The host computer 2 also requests for release of the TPPS by
specifying the logical LBA.

A “physical LBA” stored in the mapping information table
23a represents a physical address in a TPV, which is a virtual
region achieved by the disk devices. For example, a “physical
LBA” has a value such as “35000” and “47000”.

The “physical LBA” is uniquely associated with an iden-
tifier of a TPPS. In other words, a “physical LBA” indicates a
TPPS allocated inthe TPV. For example, “35000” as a “physi-
cal LBA” is associated with a TPPS “TPPS__10”, and
“47000” as a “physical LBA” is associated with a TPPS
“TPPS__22”.In acase of accepting input/output process from
the host computer 2 with a specified logical LBA, the storage
device 10 executes the input/output process to the TPPS indi-
cated by a physical LBA associated with the specified logical
LBA.

In the example illustrated in FIG. 2, the logical LBA
“1000” in the TPV corresponds to the physical LBA “35000”
and indicates the physical region identified by “TPPS__10”.
Similarly, the logical LBA “2000” in the TPV corresponds to
the physical LBA “47000” and indicates the physical region
identified by “TPPS_ 22”.

The “physical LBA” stored in the mapping information
table 23a is updated by a TPPS mapping management section
105 and a TPPS allocation management section 106
described later.

Data Structure of Data Stored in Copy Management Table
2356 (33b)

Next, with reference to FIG. 3, one example of data struc-
ture of data stored in the copy management tables 235 and 335
is described. Since the data structure of data stored in the copy
management tables 235 and 335 are similar, the data structure
of data stored in the copy management table 235 is described
here.

FIG. 3 is a chart illustrating one example of a data structure
of data stored in the copy management table 235. As illus-
trated in FIG. 3, the copy management table 235 stores infor-
mation that associates a “copy source TPPS”, a “copy desti-
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nation open logical unit (OLU)”, a “copy destination logical
LBA”, and a “state” with each other.

Here, the “copy source TPPS” stored in the copy manage-
ment table 235 represents an identifier of a TPPS of a copy
source. For example, a “copy source TPPS” has a value such
as “TPPS__11” and “TPPS_ 20”.

The “copy destination OLU” stored in the copy manage-
ment table 235 represents an identifier of an OLU of a copy
destination. For example, a “copy destination OLU” has a
value such as “1”” and “2”. The OLU is nota TPV managed by
thin provisioning but a logical unit generally used in open
systems.

The “copy destination logical LBA” stored in the copy
management table 235 represents a logical address in the
OLU of the copy destination. For example, a “copy destina-
tion logical LBA” has a value such as “5000” and “6000”.

The “state” stored in the copy management table 235 rep-
resents a state of a copy process. For example, a “state” has a
value such as “unexecuted” representing that the copy pro-
cess is unexecuted, “in execution” representing that the copy
process is in execution, or “finished” representing that the
copy process is finished.

In the example illustrated in FIG. 3, the copy management
table 235 represents that process of copying the data of the
logical volume stored in “TPPS_11” to the logical LBA
“5000” of the OLU “1” is “finished”. Similarly, the copy
management table 235 represents that process of copying the
data of the logical volume stored in “TPPS 117 to the logical
LBA “6000” of the OLU “2” is “finished”.

The “state” stored in the copy management table 235 is
updated by a copy process control section 104 described later.

Functional Configuration of Functions Described in Firm-
ware 24a (34a)

Next, with reference to FIG. 4, functional configurations of
the functions described in the firmware 244 and 34a executed
by the storage device 10 according to the first embodiment are
described. Since the functional configurations of the func-
tions described in the firmware 24a and 34a executed by the
storage device 10 according to the first embodiment are simi-
lar, the firmware 24a and 34a are referred to as firmware 100
here for the description.

FIG. 4 is a diagram illustrating a functional configuration
of functions described in firmware 100 executed by the stor-
age device 10 according to the first embodiment. The func-
tions described in the firmware 100 executed by the storage
device 10 is achieved by the RAM 23 and the CPU 25 in
cooperation or the RAM 33 and the CPU 35 in cooperation.

As illustrated in FIG. 4, the functions described in the
firmware 100 include an UNMAP command processing sec-
tion 101, a write I/O processing section 102, a conflict detec-
tion section 103, the copy process control section 104, the
TPPS mapping management section 105, and the TPPS allo-
cation management section 106.

The UNMAP command processing section 101 receives an
UNMAP command from the host computer 2. Then, the
UNMAP command processing section 101 causes the con-
flict detection section 103 described later to determine
whether or not to copy data of the logical volume stored in the
TPPS requested for release by the UNMAP command.

The UNMAP command processing section 101 suspends
release of the TPPS requested for release in a case of being
determined by the conflict detection section 103 to execute
copy process of the data of the logical volume stored in the
TPPS requested for release. Then, the UNMAP command
processing section 101 causes the TPPS mapping manage-
ment section 105 to update the mapping information table
23a. The UNMAP command processing section 101 releases
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the TPPS storing the data of the logical volume subjected to
copy after finishing the copy of the data of the logical volume
stored in the TPPS requested for release.

The UNMAP command processing section 101 releases
the TPPS requested for release in a case of being determined
by the conflict detection section 103 not to execute copy
process of the data of the logical volume stored in the TPPS
requested for release. Then, the UNMAP command process-
ing section 101 causes the TPPS mapping management sec-
tion 105 to update the mapping information table 23a.

The UNMAP command processing section 101 sends a
response corresponding to the UNMAP command to the host
computer 2 in a case of being informed that the mapping
information table 23a is updated by the TPPS mapping man-
agement section 105.

In a case of receiving a write /O from the host computer 2
with a specified logical address, the write I/O processing
section 102 writes the data of the logical volume in the TPPS
indicated by the physical address allocated to the logical
address.

For example, in a case of receiving a write [/O from the host
computer 2 with a specified logical address, the write 1/O
processing section 102 requests the TPPS allocation manage-
ment section 106 for allocation of a TPPS to the specified
logical address. Then, the write /O processing section 102
writes the write data received from the host computer 2 in the
TPPS allocated by the TPPS allocation management section
106. The write 1/O processing section 102 responds to the
host computer 2 for completion of the write I/O after writing
the write data received from the host computer 2.

The conflict detection section 103 determines whether or
not to execute copy process of the TPPS requested for release.
For example, the conflict detection section 103 reads out the
“state” corresponding to the TPPS requested for release in the
copy management table 235 and determines whether or not
the “state” is “finished”. In a case that the “state” in the copy
management table 235 is “finished”, the conflict detection
section 103 determines not to execute copy process.

In a case that the “state” in the copy management table 235
is not “finished”, that is, in a case that the “state” in the copy
management table 235 is “in execution” or “unexecuted”, the
conflict detection section 103 determines to execute copy
process.

The copy process control section 104 launches copy pro-
cess of the data of the logical volume stored in the TPPS in the
background. For example, in a case of executing copy process
of the TPPS requested for release, the copy process control
section 104 executes copy of the data of the logical volume
stored in the saved TPPS.

The copy process control section 104 sets “in execution”
for the “state” in the copy management table 235 in a case of
executing the copy process, and sets “finished” for the “state”
in the copy management table 235 in a case of finishing the
copy process.

The TPPS mapping management section 105 updates the
mapping information table 23« stored in the RAM 23 such
that the TPPS requested for release by the host computer 2
becomes in a release state. For example, in a case of not
executing copy of the TPPS requested for release, the TPPS
mapping management section 105 updates the mapping
information after the TPPS requested for release is released
by the UNMAP command processing section 101.

The TPPS mapping management section 105 also executes
the following process to the TPPS storing the data of the
logical volume subjected to copy in a case of being requested
for release with a specified logical address that is associated
with a physical address indicating the TPPS. That is, the TPPS
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mapping management section 105 saves the TPPS requested
for release and updates the mapping information to be in a
state of allowing allocation of a physical address indicating a
fresh TPPS to the logical address specified in the request for
release.

For example, the TPPS mapping management section 105
deletes a value stored in the “physical LBA” that is associated
with the “logical LBA” indicating the TPPS requested for
release. To cite one example, in a case of being requested for
release with a specified logical LBA “2000”, the TPPS map-
ping management section 105 deletes “36000” stored in the
“physical LBA” corresponding to the logical LBA “2000”.

In a case of accepting a request for writing data of a logical
volume with the logical address specified in the request for
release, the TPPS allocation management section 106 allo-
cates a physical address indicating a fresh TPPS to the logical
address. For example, the TPPS allocation management sec-
tion 106 acquires a physical LBA indicating a new TPPS in
association with the “logical LBA” requested for a write I/O.
To cite one example, in a case of accepting a request for
writing data of a logical volume with a specified logical LBA
“2000”, the TPPS allocation management section 106 stores
“47000” in the “physical LBA” corresponding to the logical
LBA “2000”.

Process Behaviors by Storage Device 10 According
to First Embodiment

Next, with reference to FIG. 5, one example of process
behaviors by the storage device 10 according to the first
embodiment is described. FIG. 5 is a diagram illustrating one
example of process behaviors by the storage device 10
according to the first embodiment. FIG. 5 illustrates a case
that release of a TPPS 5aindicated by the logical LBA “2000”
is requested and copy of the data of the logical volume stored
in the TPPS 5q is unexecuted.

As illustrated in FIG. 5, the storage device 10 receives an
UNMAP command, from the host computer 2, that requests
for release of the TPPS 5a indicated by the logical LBA
“2000” (S101). Since copy of the data of the logical volume
stored in the TPPS 5a requested for release is unexecuted, the
storage device 10 deletes the TPPS 5a from the mapping
information and to update the mapping information table 23«
(33a) (S102). Accordingly, it is possible to save the TPPS 5a
from the access related to the TPV by the host computer 2.

Then, the storage device 10 sends a response to the
UNMAP command to the host computer 2 (S103). Subse-
quently, the storage device 10 receives a write request to the
TPPS indicated by the logical LBA “2000” from the host
computer 2 (S104).

Since the logical LBA “2000” is in a state where no TPPS
is allocated in the mapping information table 23a (33a), the
storage device 10 having the write request received therein
acquires a new TPPS 54 for the logical LBA “2000” (S105).
Then, the storage device 10 receives write data from the host
computer 2 (S106), and sends a response to the write request
to the host computer 2 (S107).

The storage device 10 executes copy of the data of the
logical volume stored in the saved TPPS 54 (S108). Then, the
storage device 10 releases the TPPS 5q after finishing the
copy (5109).

Process Procedure of Process by Storage Device 10
According to First Embodiment

Next, with reference to FIGS. 6 and 7, a process procedure
of process by the storage device 10 according to the first
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embodiment is described. A process procedure of the map-
ping information update process upon receiving an UNMAP
command in the storage device 10 is described with reference
to FIG. 6, and a process procedure of the TPPS acquisition
process upon receiving a write I/O in the storage device 10 is
described with reference to FIG. 7.

Mapping Information Update Process Upon Receiving
UNMAP Command

FIG. 6 is a flowchart illustrating a process procedure of
mapping information update process upon receiving an
UNMAP command in the storage device 10 according to the
first embodiment. The mapping information update process
upon receiving an UNMAP command is executed with an
opportunity that the UNMAP command processing section
101 has received an UNMAP command.

As illustrated in FIG. 6, the UNMAP command processing
section 101 receives an UNMAP command from the host
computer 2 (S201). Then, the conflict detection section 103
determines whether or not to execute copy process of the
TPPS requested for release (5202).

Here, in a case of being determined to execute the copy
process of the TPPS requested for release by the conflict
detection section 103 (Yes in S202), the UNMAP command
processing section 101 suspends release of the TPPS
requested for release (S203). Then, the copy process control
section 104 launches the copy process in the background
(S204).

In contrast, in a case of being determined not to execute the
copy process of the TPPS requested for release by the conflict
detection section 103 (No in S202), the UNMAP command
processing section 101 releases the TPPS requested for
release (S205).

After finishing S204 or S205, the TPPS mapping manage-
ment section 105 updates the mapping information stored in
the mapping information table 23a such that the TPPS
requested for release from the host computer 2 becomes in a
release state (S206). For example, the TPPS mapping man-
agement section 105 deletes a value stored in the “physical
LBA” that is associated with the “logical LBA” indicating the
TPPS requested for release.

After finishing the process of S206, the UNMAP command
processing section 101 sends a response to the UNMAP com-
mand to the host computer 2 (S207), and finishes the mapping
information update process.

TPPS Acquisition Process Upon Receiving Write [/O

FIG. 7 is a flowchart illustrating a process procedure of
TPPS acquisition process when a write I/O has been received
in the storage device according to the first embodiment. As
illustrated in FIG. 7, the write /O processing section 102
receives a write /O from the host computer 2 (S301).

Then, the write I/O processing section 102 requests the
TPPS allocation management section 106 to acquire a TPPS
for the logical LBA requested for a write I/O. This causes the
TPPS allocation management section 106 to acquire a new
TPPS for the logical LBA requested by the write /O process-
ing section 102 (S302).

Subsequently, the write /O processing section 102
receives write data from the host computer 2 after anew TPPS
is acquired by the TPPS allocation management section 106
(S303), and responds to the host computer 2 (S304).

Effects of First Embodiment

In a case that an UNMAP command is issued, the storage
device 10 according to the first embodiment does not put the
TPPS requested for release in an UNMAP reservation state
but updates the mapping information of the logical LBA and
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the physical LBA to a state of allowing allocation of another
new TPPS. After that, the storage device 10 controls an access
from the host computer 2 to access a newly allocated TPPS
and copy process within the storage device 10 to access the
originally allocated TPPS requested for release. Then, the
storage device 10 releases the TPPS requested for release at
the time when the copy is completed and the information in
the TPPS requested for release becomes unused. The storage
device 10 pools the TPPS in the pool of a physical disk
capacity as an unused region. This enables the UNMAP com-
mand process and the copy process to be independent from
each other and the storage device 10 to avoid a possibility that
a write I/O is timed out.

Second Embodiment

In the first embodiment, a case that the storage device 10 is
requested for release of the TPPS storing the data of the
logical volume subjected to copy is described. In the storage
device 10, there is a case that an UNMAP command and copy
of a snapshot type are executed alternately and repeatedly to
anidentical logical LBA. In this case, the storage device 10 is
requested for release of the TPPS storing the data of the
logical volume subjected to copy, and also executes new copy
to data of a logical volume stored in a TPPS that is newly
associated with the logical address specified in the request for
release.

With that, a second embodiment represents an example that
a storage device stores copy information that associates a
saving generation number of copy generation, an identifier of
a TPPS storing copy source data, and a logical address indi-
cating a copy destination with each other.

Configuration of Information Processing System 1
According to Second Embodiment

FIG. 8 is a block diagram illustrating a configuration of an
information processing system 1 according to the second
embodiment. The information processing system 1 according
to the second embodiment includes the host computer 2 and
the storage device 10. The configuration of the information
processing system 1 according to the second embodiment is
similar to the configuration of the information processing
system according to the first embodiment illustrated in FIG. 1
other than that a part of the tables and the functional configu-
ration of the firmware maintained in the CMs 20 and 30 are
different. Therefore, identical reference numerals are given to
functional sections playing roles similar to those of the sec-
tions illustrated in FIG. 1 to omit detailed descriptions
thereof.

Configuration of CM 20 According to Second
Embodiment

With reference to FIG. 8 consecutively, the configuration
of the CM 20 according to the second embodiment is
described. As illustrated in FIG. 8, the CM 20 includes a DA
21, a DA 22, a RAM 23, a flash memory 24, and a CPU 25.

The RAM 23 stores a mapping information table 23q, a
copy management table 235, and a copy generation manage-
ment table 23¢. The RAM 23 also stores pool management
information, not illustrated, for managing a pool of unused
TPPSs.

The copy generation management table 23¢ stores copy
information that associates a saving generation number of
copy generation, an identifier of a TPPS storing copy source
data, and a logical address indicating a copy destination with
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each other. The data structure of data stored in the copy
generation management table 23¢ is described later with ref-
erence to F1G. 9.

The flash memory 24 stores firmware 24a. The functional
configuration of functions described in the firmware 24a is
described later with reference to FIG. 10. The CPU 25 loads
and executes the firmware 244 stored in the flash memory 24,
thereby performing various types of arithmetic process. The
configuration of the CM 30 is similar to that of the CM 20.

Data Structure of Data Stored in Copy Generation Man-
agement Table 23¢ (33¢)

Next, with reference to FIG. 9, the data structure of data
stored in the copy generation management table 23¢ and a
copy generation management table 33¢ are described. Since
the data structure of data stored in the copy generation man-
agement table 23c¢ is similar to the data structure of data stored
in the copy generation management table 33c¢, the data struc-
ture of data stored in the copy generation management table
23c¢ is described here.

FIG. 9 is a chart illustrating one example of a data structure
of data stored in the copy generation management table 23c¢.
As illustrated in FIG. 9, the copy generation management
table 23c¢ stores information that associates a “copy genera-
tion”, a “copy source TPPS”, a “copy destination OLU”, and
a “copy destination logical LBA” with each other.

Here, a “copy generation” stored in the copy generation
management table 23¢ represents a saving generation number
of copy generation. In other words, the “copy generation”
represents how many times an UNMAP command and copy
of a snapshot type are executed alternately and repeatedly to
an identical logical LBA. For example, the “copy generation”
has a value such as “1” and “2”.

The “copy source TPPS” stored in the copy generation
management table 23¢ represents an identifier of the TPPS of
the copy source. For example, the “copy source TPPS™ has a
value such as “TPPS__11” and “TPPS_ 20”.

The “copy destination OLU” stored in the copy generation
management table 23¢ represents an identifier of the OLU of
the copy destination. For example, the “copy destination
OLU” has a value such as “1” and “2”. The OLU is a logical
unit generally used in open systems.

The “copy destination logical LBA” stored in the copy
generation management table 23¢ represents a logical address
in the OLU of the copy destination. For example, the “copy
destination logical LBA” has a value such as “5000” and
“6000”.

In the example illustrated in FIG. 9, the copy generation
management table 23¢ represents that the data of the logical
volume stored in the “TPPS__11”is copied to the logical LBA
“5000” of the OLU “1” as a first generation. Similarly, the
copy generation management table 23¢ represents that the
data ofthe logical volume stored in the “TPPS__ 11" is copied
to the logical LBA “6000” of the OLU “2” as a second
generation.

The copy generation management table 23¢ represents that
the data of the logical volume stored in the “TPPS_ 20 is
copied to the logical LBA “7000” of the OLU “3” as a third
generation.

Functional Configuration of Functions Described in Firm-
ware 24a (34a)

Next, with reference to FIG. 10, functional configurations
of the functions described in the firmware 24a and 34a
executed by the storage device 10 according to the second
embodiment are described. Since the functional configura-
tions of the functions described in the firmware 24a and 34a
executed by the storage device 10 according to the second

23



US 9,141,304 B2

13

embodiment are similar, the firmware 24a and 34a are
referred as firmware 200 here for the description.

FIG. 10 is a diagram illustrating one example of a func-
tional configuration of functions described in firmware 200
executed by the storage device 10 according to the second
embodiment. As illustrated in FIG. 10, the functions
described in the firmware 200 include the UNMAP command
processing section 101, the write /O processing section 102,
the conflict detection section 103, the copy process control
section 104, the TPPS mapping management section 105, and
the TPPS allocation management section 106. As illustrated
in FIG. 10, the functions described in the firmware 200
include a TPPS generation management section 201 and a
copy generation process control section 202. Identical refer-
ence numerals are given to sections having functions similar
to the functions described in the firmware 100 illustrated in
FIG. 4 to omit detailed descriptions.

The TPPS generation management section 201 executes
the following process in a case of executing copy process to
data stored in a physical address that is freshly associated with
the logical address specified in the request for release upon
accepting a request for release of the TPPS storing the data
subjected to copy. That is, the TPPS generation management
section 201 gives a saving generation number to carry out
copy process and causes the given saving generation number
to be stored in the copy generation management table 23c,
thereby managing generations of the TPPS.

The copy generation process control section 202 executes
the following process in a case of executing copy process to
the data stored in the physical address that is freshly associ-
ated with the logical address specified in the request for
release upon accepting a request for release of the TPPS
storing the data subjected to copy. That is, the copy generation
process control section 202 causes the copy information that
associates an identifier of a TPPS storing copy source data
and a logical address indicating a copy destination in asso-
ciation with a saving generation number of copy generationto
be stored in the copy generation management table 23¢. For
example, the copy generation process control section 202
causes a pair of the TPPS of the copy source and the OLU of
the copy destination to be stored in the copy generation man-
agement table 23¢ for each copy generation.

The copy process control section 104 executes copy pro-
cess for each saving generation number of copy generation
with reference to the copy generation management table 23c.

Process Behaviors by Storage Device 10 According
to Second Embodiment

Next, with reference to FIG. 11, one example of process
behaviors by the storage device 10 according to the second
embodiment is described. FIG. 11 is a diagram illustrating
one example of process behaviors by the storage device 10
according to the second embodiment. FIG. 11 illustrates a
case that release of the TPPS indicated by the logical LBA
“2000” and copy of the data of the logical volume stored in the
TPPS indicated by the logical LBA “2000” are executed
alternately.

As illustrated in FIG. 11, the storage device 10 executes
copy (mentioned as copy[A]) of the data of the logical volume
stored in a TPPS (mentioned as TPPS[A]) indicated by the
logical LBA “2000” (S401). The storage device 10 also
executes copy (mentioned as copy[B]) of the data of the
logical volume stored in the TPPS[A] indicated by the logical
LBA “2000” (S402).

The storage device 10 receives an UNMAP command,
from the host computer 2, that requests for release of the
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TPPS[A] indicated by the logical LBA “2000”. Since the
copy of the data of the logical volume stored in the TPPS[A]
requested for release is in execution, the storage device 10
manages the TPPS[A] indicated by the logical LBA “2000”
as a first generation. The storage device 10 also deletes the
TPPS[A] from the mapping information to update the map-
ping information table 23a (33a) (S403). Accordingly, it is
possible to save the TPPS[A] from an access related to the
TPV by the host computer 2. Then, the storage device 10
sends a response to the UNMAP command to the host com-
puter 2.

Subsequently, the storage device 10 receives a write
request, from the host computer 2, to the TPPS indicated by
the logical LBA “2000”. The storage device 10 acquires a new
TPPS (mentioned as TPPS[B]) for the logical LBA “2000”
upon receiving the write request.

Then, the storage device 10 receives write data from the
host computer 2 and sends a response to the write request to
the host computer 2. The storage device 10 also executes copy
(mentioned as copy[C]) of the data of the logical volume
stored in the TPPS[B] (S404).

Subsequently, the storage device 10 receives an UNMAP
command, from the host computer 2, that requests for release
of the TPPS[B] indicated by the logical LBA “2000”. Since
the copy of the data of the logical volume stored in the
TPPS[B] requested for release is in execution, the storage
device 10 manages the TPPS[B] indicated by the logical LBA
“2000” as a second generation. The storage device 10 also
deletes the TPPS[B] from the mapping information to update
the mapping information table 23a (33a) (S405). Accord-
ingly, it is possible to save the TPPS[B] from an access related
to the TPV by the host computer 2. Then, the storage device
10 sends a response to the UNMAP command to the host
computer 2.

Subsequently, the storage device 10 receives a write
request, from the host computer 2, to the TPPS indicated by
the logical LBA “2000”. The storage device 10 acquires a new
TPPS (mentioned as TPPS[C]) for the logical LBA “2000”
upon receiving the write request.

Then, the storage device 10 receives write data from the
host computer 2 and sends a response to the write request to
the host computer 2. The storage device 10 also executes copy
(mentioned as copy[D]) of the data of the logical volume
stored in the TPPS[C] (S406).

Subsequently, the storage device 10 receives an UNMAP
command, from the host computer 2, that requests for release
of the TPPS[C] indicated by the logical LBA “2000”. Since
the copy of the data of the logical volume stored in the
TPPS[C] requested for release is in execution, the storage
device 10 manages the TPPS[C] indicated by the logical LBA
“2000” as a third generation. The storage device 10 also
deletes the TPPS[C] from the mapping information to update
the mapping information table 23a (33a) (S407). Accord-
ingly, it is possible to save the TPPS[C] from an access related
to the TPV by the host computer 2. The storage device 10
acquires a new TPPS (mentioned as TPPS[D]) for the logical
LBA “2000” in a case of receiving a write request, from the
host computer 2, to the TPPS indicated by the logical LBA
“2000”.

The storage device 10 releases the TPPS[A] in the first
generation after finishing the copy[ A] and the copy[B] of the
TPPS[A] (S408). The storage device 10 also releases the
TPPS[B] in the second generation after finishing the copy[C]
of the TPPS[B] (S409). Similarly, the storage device 10
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releases the TPPS[C] in the third generation after finishing the
copy|D] of the TPPS[C] (S410).

Process Procedure of Process by Storage Device 10
According to Second Embodiment

Next, with reference to FIG. 12, a process procedure of the
mapping information update process by the storage device 10
according to the second embodiment is described. FIG. 12 is
aflowchart illustrating a process procedure of mapping infor-
mation update process by the storage device 10 according to
the second embodiment.

As illustrated in FIG. 12, the UNMAP command process-
ing section 101 receives an UNMAP command (S501). Then,
the conflict detection section 103 determines whether or not
to execute the copy process of the TPPS requested for release
(S502).

Here, in a case of being determined to execute the copy
process of the TPPS requested for release by the conflict
detection section 103 (Yes in S502), the UNMAP command
processing section 101 does not immediately release the
TPPS requested for release (S503).

Then, the TPPS generation management section 201 gives
a saving generation number to carry out the copy process to be
stored in the copy generation management table 23¢ (S504).
The copy generation process control section 202 causes the
copy information that associates an identifier of a TPPS stor-
ing copy source data with a logical address indicating a copy
destination to be stored in the copy generation management
table 23¢ (S505).

Subsequently, the copy process control section 104 deter-
mines whether or not there are a plurality of items of copy
process (S506). Here, in a case of determining that there are a
plurality of items of copy process (Yes in S506), the copy
process control section 104 launches the plurality of items of
copy process in the background (S507). In contrast, in a case
of determining that there is only one item of copy process (No
in S506), the copy process control section 104 launches the
copy process in the background (S508).

In contrast, in a case of being determined not to execute
copy process of the TPPS requested for release by the conflict
detection section 103 (No in S502), the UNMAP command
processing section 101 releases the TPPS requested for
release (S509).

After finishing S507, S508, or S509, the TPPS mapping
management section 105 updates the mapping information
stored in the mapping information table 23a such that the
TPPS requested for release from the host computer 2
becomes in a release state (S510).

Subsequently, the UNMAP command processing section
101 sends a response to the UNMAP command to the host
computer 2 (S511) and finishes the mapping information
update process.

Effects of Second Embodiment

As described above, the storage device 10 according to the
second embodiment is capable of managing a pair of a “copy
source” and a “‘copy destination” for each generation.

Third Embodiment

In the first and second embodiments, the copy is executed
by taking an OLU as a copy destination in a case that the
storage device 10 copies the data of the logical volume stored
in the TPPS requested for release. The storage device 10 may
also take a TPV, not an OLU, as a copy destination.
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In such a case, the storage device 10 may also updates the
mapping information table 23a or 33a for the copy destina-
tion without executing copy process.

With that, in a third embodiment, a case that the copy
process control section 104 has the following functions is
described. The copy process control section 104 according to
the third embodiment executes the following process in a case
that the copy destination of the data of the logical volume
stored in the saved TPPS is a TPV. That is, the copy process
control section 104 associates the logical LBA of the TPV in
the copy destination with the physical LBA indicating the
TPPS to be stored in the mapping information table 23a.

Process Procedure of Process by Storage Device 10
According to Third Embodiment

With reference to FIG. 13, the process procedure of the
process by the storage device 10 according to the third
embodiment is described. FIG. 13 is a flowchart illustrating a
process procedure at the time of copy to a TPV by the storage
device 10 according to the third embodiment. FIG. 13 illus-
trates a case of copying the TPPS_ 22 indicated by the logical
LBA “2000” to the logical LBA “9000” of the TPV.

As illustrated in FIG. 13, the UNMAP command process-
ing section 101 receives an UNMAP command (S601). Then,
the conflict detection section 103 determines whether or not
to execute the copy process of the TPPS requested for release
(S602).

Here, in a case of being determined to execute the copy
process of the TPPS requested for release by the conflict
detection section 103 (Yes in S602), the UNMAP command
processing section 101 suspends release of the TPPS
requested for release (S603). Then, the copy process control
section 104 determines whether or not the copy destination is
a TPV (S604).

In a case of determining that the copy destination is not a
TPV (No in S604), the copy process control section 104
launches the copy process in the background (S605). In con-
trast, in a case of determining that the copy destination is a
TPV (Yes in S604), the copy process control section 104
determines to omit the copy process in the background
(S606). Then, the copy process control section 104 updates
the mapping information for the copy destination instead of
executing the copy process (S607). For example, the copy
process control section 104 causes information that associ-
ates the logical LBA “9000” with the TPPS_ 22 to be stored
in the mapping information table 23a as the mapping infor-
mation for the copy destination.

In contrast, in a case of being determined not to execute the
copy process of the TPPS requested for release by the conflict
detection section 103 (No in S602), the UNMAP command
processing section 101 releases the TPPS requested for
release (S608).

After finishing S605, S607, or S608, the TPPS mapping
management section 105 updates the mapping information
such that the TPPS requested for release from the host com-
puter 2 becomes in a release state (S609). For example, the
TPPS mapping management section 105 deletes a value
stored in the “physical LBA” that is associated with the logi-
cal LBA “2000”.

Then, the UNMAP command processing section 101 sends
a response to the UNMAP command to the host computer 2
(S610) and finishes the process.

Effects of Third Embodiment

In such a manner, in a case that the copy destination of the
TPPS requested for release is a TPV, the storage device may
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omit the copy process. The process of omitting the copy
process may be combined with the process of managing the
copy generation.

Next, with reference to FIG. 14, one example of process
behaviors to combine the process of omitting copy process
with the process of managing the copy generation by the
storage device 10 according to the third embodiment is
described. FIG. 14 is a diagram illustrating one example of
process behaviors by the storage device 10 according to the
third embodiment. FIG. 14 illustrates a case that release of the
TPPS indicated by the logical LBA “2000” and copy of the
data of the logical volume stored in the TPPS indicated by the
logical LBA “2000” are executed alternately and that the copy
destination is a TPV.

As illustrated in FIG. 14, the storage device 10 receives an
UNMAP command, from the host computer 2, that requests
for release of the TPPS[A] indicated by the logical LBA
“2000”. Here, in a case of executing copy (mentioned as
copy[A]) of the data of the logical volume stored in a TPPS
(mentioned as TPPS[A]) requested for release, the storage
device 10 manages the TPPS[A] indicated by the logical LBA
“2000” as a first generation. The storage device 10 also
deletes the TPPS[A] from the mapping information to update
the mapping information table 23a (33a). Accordingly, it is
possible to save the TPPS[A] from the access related to the
TPV by the host computer 2. Since the copy destination is a
TPV, the storage device 10 determines to omit copy process
and updates the mapping information for the copy destination
instead of executing the copy process (S701).

After finishing the copy[ A], the storage device 10 executes
copy (mentioned as copy|[ B]) of the data of the logical volume
stored in the TPPS[A] (S702). In this case, since the copy
source is the already saved TPPS[A], the storage device 10
physically copies the data of the logical volume stored in the
TPPS[A].

Subsequently, the storage device 10 receives a write
request, from the host computer 2, to the TPPS indicated by
the logical LBA “2000”. The storage device 10 acquires a new
TPPS (mentioned as TPPS[B]) for the logical LBA “2000”.

Then, the storage device 10 receives an UNMAP com-
mand, from the host computer 2, that requests for release of
the TPPS[B] indicated by the logical LBA “2000”. Here, in a
case of executing copy (mentioned as copy|[C]) of the data of
the logical volume stored in the TPPS[B] requested for
release, the storage device 10 manages the TPPS[B] indicated
by the logical LBA “2000” as a second generation. The stor-
age device 10 also deletes the TPPS[B] from the mapping
information to update the mapping information table 23a
(33a). Accordingly, it is possible to save the TPPS[B] from
the access related to the TPV by the host computer 2. Since
the copy destination is a TPV, the storage device 10 deter-
mines to omit copy process and updates the mapping infor-
mation for the copy destination instead of executing the copy
process (S703).

Subsequently, the storage device 10 receives a write
request, from the host computer 2, to the TPPS indicated by
the logical LBA “2000”. The storage device 10 acquires a new
TPPS (mentioned as TPPS[C]) for the logical LBA “2000”.

Then, the storage device 10 receives an UNMAP com-
mand, from the host computer 2, that requests for release of
the TPPS[C] indicated by the logical LBA “2000”. Here, in a
case of executing copy (mentioned as copy[D]) of the data of
the logical volume stored in the TPPS[C] requested for
release, the storage device 10 manages the TPPS[C] indicated
by the logical LBA “2000” as a third generation. The storage
device 10 also deletes the TPPS[C] from the mapping infor-
mation to update the mapping information table 23a (33a).
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Accordingly, it is possible to save the TPPS[C] from the
access related to the TPV by the host computer 2. Since the
copy destination is a TPV, the storage device 10 determines to
omit copy process and updates the mapping information for
the copy destination instead of executing the copy process
(S704).

Subsequently, the storage device 10 receives a write
request, from the host computer 2, to the TPPS indicated by
the logical LBA “2000”. The storage device 10 acquires a new
TPPS (mentioned as TPPS[D]) for the logical LBA “2000”.

After finishing the copy[A] and the copy[B] of the TPPS
[A] in the first generation, the storage device 10 releases the
TPPS[A]. After finishing the copy[C] of the TPPS[B] in the
second generation, the storage device 10 releases the TPPS
[B]. Similarly, after finishing the copy[D] of the TPPS[C] in
the third generation, the storage device 10 releases the TPPS
[C].

System Configuration

The embodiments may be implemented in a variety of
different modes other than the embodiments described above.
Among each items of process described in the embodiments,
all or part of the process described to be executed automati-
cally may also be executed manually. Alternatively, all or part
of'the process described to be executed manually may also be
executed automatically in an existing method. Other than
them, the process procedure, the control procedure, and the
specific names represented in the above description and the
drawings may be optionally modified unless otherwise speci-
fied.

In accordance with various types of load, status of use, and
the like, the order of process may also be modified in the
process described in each embodiment.

Each of the illustrated components is functionally concep-
tual and is not desired to be physically configured as illus-
trated. For example, among the functions of the firmware 200
executed by the storage device 10, the TPPS generation man-
agement section 201 and the copy generation process control
section 202 may be integrated. Further, each process function
executed in each device may be achieved by a CPU and a
program analyzed and executed by the CPU or achieved as
hardware by a wired logic in its all or an optional part.

All examples and conditional language recited herein are
intended for pedagogical purposes to aid the reader in under-
standing the invention and the concepts contributed by the
inventor to furthering the art, and are to be construed as being
without limitation to such specifically recited examples and
conditions, nor does the organization of such examples in the
specification relate to a showing of the superiority and infe-
riority of the invention. Although the embodiments of the
present invention have been described in detail, it should be
understood that the various changes, substitutions, and alter-
ations could be made hereto without departing from the spirit
and scope of the invention.

What is claimed is:
1. A storage device comprising:
a memory; and
a control device to
allocate a first storage region out of a plurality of storage
regions to a first logical address specified by an exter-
nal device,
store, in the memory, first information associating the
first logical address with a first physical address indi-
cating the first storage region,
delete, upon accepting a request for release of a second
storage region indicated by a second physical address
associated with a second logical address specified by
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the external device, second information associating
the second logical address with the second physical
address from the memory,
acquire, upon receiving a request for writing data with
the second logical address, a third storage region out
of' the plurality of storage regions for the second logi-
cal address,
store, in the memory, third information associating the
second logical address with a third physical address
indicating the third storage region, and
release, after the third storage region has been acquired
and when a copy process of copying first data stored in
the second storage region has not been executed, the
second storage region after finishing the copy process.
2. The storage device according to claim 1, wherein the
control device
stores, when the first data is subjected to copy and when
executing the copy process to second data stored in the
third storage region indicated by the third physical
address newly associated with the second logical
address, copy information associating a generation
number of copy generation, an identifier of the third
storage region, and a third logical address indicating a
copy destination in the memory, and
executes a copy process for each generation number with
reference to the copy information.
3. The storage device according to claim 1, wherein
the control device stores, when a copy destination of the
copy process is a virtual region, the third information
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associating the third logical address of the copy destina-
tion with the second physical address in the memory.

4. A method for controlling a storage device including a

memory and a control device, the method comprising:

allocating, by the control device, a first storage region out
of a plurality of storage regions to a first logical address
specified by an external device;

storing, in the memory, first information associating the
first logical address with a first physical address indicat-
ing the first storage region;

deleting, upon accepting a request for release of a second
storage region indicated by a second physical address
associated with a second logical address specified by the
external device, second information associating the sec-
ond logical address with the second physical address
from the memory;

acquiring, upon receiving a request for writing data with
the second logical address, a third storage region out of
the plurality of storage regions for the second logical
address;

storing, in the memory, third information associating the
second logical address with a third physical address
indicating the third storage region; and

releasing, after the third storage region has been acquired
and when a copy process of copying first data stored in
the second storage region has not been executed, the
second storage region after finishing the copy process.
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